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Computer Vision

Meaning can take different 
forms:
• Geometric Inferences
• Semantic Inferences
• Inferences about actions
• …

To extract “meaning” from pixels



Computer vision is easy for humans

• Effortlessly analyze 
images for a variety of 
tasks

• Infer semantics even from 
severely ablated

• Can also make precise 
inference about certain 
geometric properties



Yet has proven very hard for computers

• Computer vision research 
easily goes back 60 years …

• Entirely true as of 2014 (or so) 
when this xkcd was published

https://xkcd.com/1425/


Why is computer vision hard?

• Images are a lossy projection of the world

Point of observation

3D world 2D image

Geometry information is lost



Why is computer vision hard?

https://www.wired.com/2015/02/science-one-agrees-color-dress/Slide by L. Lazebnik

• Images are a lossy projection of the world

Appearance 
information is 

also lost

What color is the dress?
A) Black and blue
B) White and gold?

https://www.wired.com/2015/02/science-one-agrees-color-dress/


Why is computer vision hard?

• Images are a lossy projection of the world

Might cause 
objects to blend



Why is computer vision hard?

• Images are a lossy projection of the world (geometry, appearance, … 
are lost)

• Visual world is diverse

Viewpoint variation
Shape variation



Why is computer vision hard?

• Images are a lossy projection of the world (geometry, appearance, … 
are lost)

• Visual world is diverse

Background clutter Occlusion



Why is computer vision hard?

• Images are a lossy projection of 
the world (geometry, 
appearance, … are lost) 
• need some priors to interpret 

what you are seeing

• Visual world is diverse
• can’t write down these priors 

by hand

Enter machine learning

John's Diner with John's Chevelle, 2007



Why machine learning?
• Good old-fashioned AI (GOFAI) answer: 

Program expertise into the agent

Y. Ohta, T. Kanade and T. Sakai. An Analysis System for Scenes Containing objects with Substructures. Proc. of the Fourth International Joint 
Conference on Pattern Recognition, pp. 752-754, 1978

http://www.cs.cmu.edu/~efros/courses/LBMV09/newpapers/OhtaKanadeSakai1978.pdf
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Why machine learning?
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Why machine learning?
• Good old-fashioned AI (GOFAI) answer: 

Program expertise into the agent
• Never worked (in general)



Why machine learning?
• Good old-fashioned AI (GOFAI) answer: 

Program expertise into the agent

• Modern answer: Program into the agent the ability to improve 
performance based on experience
• Experience should come from training data or demonstrations
• We want to optimize the performance of the agent on the training 

data, with the hope that it will generalize to unseen inputs
• This is the statistical learning viewpoint



Inference

The basic ML framework (for supervised learning)

Training
Training 

time

Test time

Unlabeled test 
sample

Learned 
model

Learned 
model

Labeled training data
“apple”

“pear”

“tomato”

“cow”

“dog”

“horse”

Label prediction

“apple”



The basic ML framework (for supervised learning)

𝑦	 = 	𝑓(𝑥)

• Training (or learning): given a training set of labeled 
examples {(𝑥1, 𝑦1), … , (𝑥𝑁, 𝑦!)}, instantiate a predictor 𝑓

• Testing (or inference): apply 𝑓 to a new test example 𝑥 
and output the predicted value 𝑦	 = 	𝑓(𝑥)

• Rather than hand-defining how 2D projections of apples are different 
from pears, 𝑓 will learn this from the data.

output prediction 
function

input



Deep Learning
• A general way to model function 𝑓 as composition (layers) of simple 

functions, very loosely inspired by the brain.



Lecture overview
• Different recognition problems in computer vision
• Supervised classification
• Taxonomy of learning problems



Different Recognition Problems

This image by Nikita is 
licensed under CC-BY 2.0

Classification: Assign 
image to one of a 

fixed set of categories

Object Detection: Put a 
bounding box around each 

instance of a class

Instance Segmentation: Mark 
pixels for each instance of a class

Semantic 
Segmentation: Label 
each pixels with its 

category

https://www.flickr.com/photos/malfet/1428198050
https://www.flickr.com/photos/malfet/
https://creativecommons.org/licenses/by/2.0/


Different Recognition Problems

Image Captioning: Man 
riding a horse on a beach

Keypoint prediction

Depth Prediction: how far is 
each pixel in the image
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Abstract

We characterize the problem of pose estimation for rigid
objects in terms of determining viewpoint to explain coarse
pose and keypoint prediction to capture the finer details. We
address both these tasks in two different settings - the con-
strained setting with known bounding boxes and the more
challenging detection setting where the aim is to simulta-
neously detect and correctly estimate pose of objects. We
present Convolutional Neural Network based architectures
for these and demonstrate that leveraging viewpoint esti-
mates can substantially improve local appearance based
keypoint predictions. In addition to achieving significant
improvements over state-of-the-art in the above tasks, we
analyze the error modes and effect of object characteristics
on performance to guide future efforts towards this goal.

1. Introduction

There are two ways in which one can describe the pose
of the car in Figure 1 - either via its viewpoint or via spec-
ifying the locations of a fixed set of keypoints. The former
characterization provides a global perspective about the ob-
ject whereas the latter provides a more local one. In this
work, we aim to reliably predict both these representations
of pose for objects.

Our overall approach is motivated by the theory of global
precedence - that humans perceive the global structure be-
fore the fine level local details [27]. It was also noted
by Koenderink and van Doorn [22] that viewpoint deter-
mines appearance and several works have shown that larger
wholes improve the discrimination performance of parts
[31, 26, 29]. Inspired by this philosophy, we propose an
algorithm which first estimates viewpoint for the target ob-
ject and leverages the predicted viewpoint to improve the
local appearance based keypoint predictions.

Viewpoint is manifested in a 2D image by the spatial re-
lationships among the different features of the object. Con-
volutional Neural Network (CNN) [9, 24] based methods
which can implicitly capture and hierarchically build on
such relations are therefore suitable candidates for view-

Figure 1: Alternate characterizations of pose in terms of
viewpoint and keypoint locations

point prediction.
A robot which merely knows that a cup exists but cannot

find its handle will not be able to grasp it. Towards the goal
of developing a finer understanding of objects, we tackle
the task of predicting keypoints by modeling appearances
at multiple scales - a fine scale appearance model, while
prone to false positives can localize accurately and a coarser
scale appearance model is more robust to mis-localizations.
Note that merely reasoning over local appearance is not suf-
ficient to solve the task of keypoint prediction. For example,
the notion of the ’front wheel’ assumes its meaning in con-
text of the whole bicycle. The local appearance of the patch
might also correspond to the ’back wheel’ - it is because we
know the bicycle is front facing that we are able to disam-
biguate. Motivated by this, we use the viewpoint predicted
by our system to improve the local appearance based key-
point predictions.

Our proposed algorithm, as illustrated in Figure 2 has the
following components -

Viewpoint Prediction : We formulate the problem of
viewpoint prediction as predicting three euler angles ( az-
imuth, elevation and cyclorotation) corresponding to the in-
stance. We train a CNN based architecture which can im-
plicitly capture and aggregate local evidences for predicting
the euler angles to obtain a viewpoint estimate.

Local Appearance based Keypoint Activation : We
propose a fully convolutional CNN based architecture to
model local part appearance. We capture the appearance
at multiple scales and combine the CNN responses across
scales to obtain a resulting heatmap which corresponds to a
spatial log-likelihood distribution for each keypoint.

Pose Prediction: Rotation 
that aligns object to a 

canonical pose
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the task of predicting keypoints by modeling appearances
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prone to false positives can localize accurately and a coarser
scale appearance model is more robust to mis-localizations.
Note that merely reasoning over local appearance is not suf-
ficient to solve the task of keypoint prediction. For example,
the notion of the ’front wheel’ assumes its meaning in con-
text of the whole bicycle. The local appearance of the patch
might also correspond to the ’back wheel’ - it is because we
know the bicycle is front facing that we are able to disam-
biguate. Motivated by this, we use the viewpoint predicted
by our system to improve the local appearance based key-
point predictions.

Our proposed algorithm, as illustrated in Figure 2 has the
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imuth, elevation and cyclorotation) corresponding to the in-
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plicitly capture and aggregate local evidences for predicting
the euler angles to obtain a viewpoint estimate.
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Inference

The basic ML framework (for supervised learning)

Training
Training 
time

Test time

Unlabeled test 
sample

Learned 
model

Learned 
model

Labeled training data
“apple”
“pear”

“tomato”
“cow”
“dog”

“horse”

Label prediction

“apple”



The basic ML framework (for supervised learning)

𝑦	 = 	𝑓(𝑥)

• Training (or learning): given a training set of labeled 
examples {(𝑥1, 𝑦1), … , (𝑥𝑁, 𝑦!)}, instantiate a predictor 𝑓

• Testing (or inference): apply 𝑓 to a new test example 𝑥 
and output the predicted value 𝑦	 = 	𝑓(𝑥)

• Rather than hand-defining how 2D projections of apples are different from 
pears, 𝑓 will learn this from the data.

output prediction 
function

input



Is an image classifier all you need?
• Image Classification
• Object Detection
• Instance Segmentation
• Semantic Segmentation
• Image Captioning
• Depth Prediction
• Keypoint Prediction
• Pose Prediction
• …

Detection



Taxonomy of learning problems
• Type of output
• Classification
• Regression

• 𝑦	 = 	𝑓 𝑥 . 𝑦 is an arbitrary 
scalar and not a class label.

• Structured prediction
• 𝑦	 = 	𝑓 𝑥 . 𝑦 is a structured 

object.

Sentence Parse tree

Depth Prediction: how far is 
each pixel in the image

Several computer vision problems have 
structure in the output space, but often 
solving a classification problem with 
some simple post-processing (or even 
without) ends up being sufficient.


