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Figure 3: Density plot showing estimated Q values versus observed returns sampled from test
episodes on 5 replicas. In simple domains such as pendulum and cartpole the Q values are quite
accurate. In more complex tasks, the Q estimates are less accurate, but can still be used to learn
competent policies. Dotted line indicates unity, units are arbitrary.

Table 1: Performance after training across all environments for at most 2.5 million steps. We report
both the average and best observed (across 5 runs). All scores, except Torcs, are normalized so
that a random agent receives 0 and a planning algorithm 1; for Torcs we present the raw reward
score. We include results from the DDPG algorithn in the low-dimensional (lowd) version of the
environment and high-dimensional (pix). For comparision we also include results from the original
DPG algorithm with a replay buffer and batch normalization (cntrl).

environment Rav,lowd Rbest,lowd Rav,pix Rbest,pix Rav,cntrl Rbest,cntrl

blockworld1 1.156 1.511 0.466 1.299 -0.080 1.260
blockworld3da 0.340 0.705 0.889 2.225 -0.139 0.658

canada 0.303 1.735 0.176 0.688 0.125 1.157
canada2d 0.400 0.978 -0.285 0.119 -0.045 0.701

cart 0.938 1.336 1.096 1.258 0.343 1.216
cartpole 0.844 1.115 0.482 1.138 0.244 0.755

cartpoleBalance 0.951 1.000 0.335 0.996 -0.468 0.528
cartpoleParallelDouble 0.549 0.900 0.188 0.323 0.197 0.572
cartpoleSerialDouble 0.272 0.719 0.195 0.642 0.143 0.701
cartpoleSerialTriple 0.736 0.946 0.412 0.427 0.583 0.942

cheetah 0.903 1.206 0.457 0.792 -0.008 0.425
fixedReacher 0.849 1.021 0.693 0.981 0.259 0.927

fixedReacherDouble 0.924 0.996 0.872 0.943 0.290 0.995
fixedReacherSingle 0.954 1.000 0.827 0.995 0.620 0.999

gripper 0.655 0.972 0.406 0.790 0.461 0.816
gripperRandom 0.618 0.937 0.082 0.791 0.557 0.808

hardCheetah 1.311 1.990 1.204 1.431 -0.031 1.411
hopper 0.676 0.936 0.112 0.924 0.078 0.917

hyq 0.416 0.722 0.234 0.672 0.198 0.618
movingGripper 0.474 0.936 0.480 0.644 0.416 0.805

pendulum 0.946 1.021 0.663 1.055 0.099 0.951
reacher 0.720 0.987 0.194 0.878 0.231 0.953

reacher3daFixedTarget 0.585 0.943 0.453 0.922 0.204 0.631
reacher3daRandomTarget 0.467 0.739 0.374 0.735 -0.046 0.158

reacherSingle 0.981 1.102 1.000 1.083 1.010 1.083
walker2d 0.705 1.573 0.944 1.476 0.393 1.397

torcs -393.385 1840.036 -401.911 1876.284 -911.034 1961.600

is thought to be difficult because it deals simultaneously with complex environmental dynamics and
a complex policy. Indeed, most past work with actor-critic and policy optimization approaches have
had difficulty scaling up to more challenging problems (Deisenroth et al., 2013). Typically, this
is due to instability in learning wherein progress on a problem is either destroyed by subsequent
learning updates, or else learning is too slow to be practical.

Recent work with model-free policy search has demonstrated that it may not be as fragile as previ-
ously supposed. Wawrzyński (2009); Wawrzyński & Tanwani (2013) has trained stochastic policies
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