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underlying physical model and its derivatives. We normalize scores so that the naive policy has a
mean score of 0 and iLQG has a mean score of 1. DDPG is able to learn good policies on many of
the tasks, and in many cases some of the replicas learn policies which are superior to those found by
iLQG, even when learning directly from pixels.

It can be challenging to learn accurate value estimates. Q-learning, for example, is prone to over-
estimating values (Hasselt, 2010). We examined DDPG’s estimates empirically by comparing the
values estimated by Q after training with the true returns seen on test episodes. Figure 3 shows that
in simple tasks DDPG estimates returns accurately without systematic biases. For harder tasks the
Q estimates are worse, but DDPG is still able learn good policies.

To demonstrate the generality of our approach we also include Torcs, a racing game where the
actions are acceleration, braking and steering. Torcs has previously been used as a testbed in other
policy learning approaches (Koutnı́k et al., 2014b). We used an identical network architecture and
learning algorithm hyper-parameters to the physics tasks but altered the noise process for exploration
because of the very different time scales involved. On both low-dimensional and from pixels, some
replicas were able to learn reasonable policies that are able to complete a circuit around the track
though other replicas failed to learn a sensible policy.

Figure 1: Example screenshots of a sample of environments we attempt to solve with DDPG. In
order from the left: the cartpole swing-up task, a reaching task, a gasp and move task, a puck-hitting
task, a monoped balancing task, two locomotion tasks and Torcs (driving simulator). We tackle
all tasks using both low-dimensional feature vector and high-dimensional pixel inputs. Detailed
descriptions of the environments are provided in the supplementary. Movies of some of the learned
policies are available at https://goo.gl/J4PIAz.
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Figure 2: Performance curves for a selection of domains using variants of DPG: original DPG
algorithm (minibatch NFQCA) with batch normalization (light grey), with target network (dark
grey), with target networks and batch normalization (green), with target networks from pixel-only
inputs (blue). Target networks are crucial.

5 RELATED WORK

The original DPG paper evaluated the algorithm with toy problems using tile-coding and linear
function approximators. It demonstrated data efficiency advantages for off-policy DPG over both
on- and off-policy stochastic actor critic. It also solved one more challenging task in which a multi-
jointed octopus arm had to strike a target with any part of the limb. However, that paper did not
demonstrate scaling the approach to large, high-dimensional observation spaces as we have here.

It has often been assumed that standard policy search methods such as those explored in the present
work are simply too fragile to scale to difficult problems (Levine et al., 2015). Standard policy search
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