
Off-Policy Deep Reinforcement Learning without Exploration

Training Mismatch. Even with sufficient data, in deep Q-
learning systems, transitions are sampled uniformly from the
dataset, giving a loss weighted with respect to the likelihood
of data in the batch:
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If the distribution of data in the batch does not correspond
with the distribution under the current policy, the value
function may be a poor estimate of actions selected by the
current policy, due to the mismatch in training.

We remark that re-weighting the loss in Equation (5) with
respect to the likelihood under the current policy can still
result in poor estimates if state-action pairs with high like-
lihood under the current policy are not found in the batch.
This means only a subset of possible policies can be evalu-
ated accurately. As a result, learning a value estimate with
off-policy data can result in large amounts of extrapolation
error if the policy selects actions which are not similar to the
data found in the batch. In the following section, we discuss
how state of the art off-policy deep reinforcement learning
algorithms fail to address the concern of extrapolation error,
and demonstrate the implications in practical examples.

3.1. Extrapolation Error in Deep Reinforcement

Learning

Deep Q-learning algorithms (Mnih et al., 2015) have been
labeled as off-policy due to their connection to off-policy Q-
learning (Watkins, 1989). However, these algorithms tend
to use near-on-policy exploratory policies, such as ✏-greedy,
in conjunction with a replay buffer (Lin, 1992). As a result,
the generated dataset tends to be heavily correlated to the
current policy. In this section, we examine how these off-
policy algorithms perform when learning with uncorrelated
datasets. Our results demonstrate that the performance of
a state of the art deep actor-critic algorithm, DDPG (Lil-
licrap et al., 2015), deteriorates rapidly when the data is
uncorrelated and the value estimate produced by the deep
Q-network diverges. These results suggest that off-policy
deep reinforcement learning algorithms are ineffective when
learning truly off-policy.

Our practical experiments examine three different batch set-
tings in OpenAI gym’s Hopper-v1 environment (Todorov
et al., 2012; Brockman et al., 2016), which we use to train
an off-policy DDPG agent with no interaction with the en-
vironment. Experiments with additional environments and
specific details can be found in the Supplementary Material.

Batch 1 (Final buffer). We train a DDPG agent for 1 mil-
lion time steps, adding N (0, 0.5) Gaussian noise to actions
for high exploration, and store all experienced transitions.
This collection procedure creates a dataset with a diverse
set of states and actions, with the aim of sufficient coverage.
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Figure 1. We examine the performance (top row) and correspond-
ing value estimates (bottom row) of DDPG in three batch tasks on
Hopper-v1. Each individual trial is plotted with a thin line, with
the mean in bold (evaluated without exploration noise). Straight
lines represent the average return of episodes contained in the
batch (with exploration noise). An estimate of the true value of the
off-policy agent, evaluated by Monte Carlo returns, is marked by
a dotted line. In all three experiments, we observe a large gap in
the performance between the behavioral and off-policy agent, even
when learning from the same dataset (concurrent). Furthermore,
the value estimates are unstable or divergent across all tasks.

Batch 2 (Concurrent). We concurrently train the off-policy
and behavioral DDPG agents, for 1 million time steps. To
ensure sufficient exploration, a standard N (0, 0.1) Gaus-
sian noise is added to actions taken by the behavioral pol-
icy. Each transition experienced by the behavioral policy is
stored in a buffer replay, which both agents learn from. As
a result, both agents are trained with the identical dataset.

Batch 3 (Imitation). A trained DDPG agent acts as an ex-
pert, and is used to collect a dataset of 1 million transitions.

In Figure 1, we graph the performance of the agents as
they train with each batch, as well as their value estimates.
Straight lines represent the average return of episodes con-
tained in the batch. Additionally, we graph the learning
performance of the behavioral agent for the relevant tasks.

Our experiments demonstrate several surprising facts about
off-policy deep reinforcement learning agents. In each task,
the off-policy agent performances significantly worse than
the behavioral agent. Even in the concurrent experiment,
where both agents are trained with the same dataset, there
is a large gap in performance in every single trial. This
result suggests that differences in the state distribution un-
der the initial policies is enough for extrapolation error to
drastically offset the performance of the off-policy agent.
Additionally, the corresponding value estimate exhibits di-
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