
Off-Policy Deep Reinforcement Learning without Exploration: Supplementary Material

D.2. Uncertainty Estimation for Batch-Constrained Reinforcement Learning

Section 4.2 proposes using generation as a method for constraining the output of the policy ⇡ to eliminate actions which are
unlikely under the batch. However, a more natural approach would be through approximate uncertainty-based methods
(Osband et al., 2016; Gal et al., 2016; Azizzadenesheli et al., 2018). These methods are well-known to be effective for
exploration, however we examine their properties for the exploitation where we would like to avoid uncertain actions.

To measure the uncertainty of the value network, we use ensemble-based methods, with an ensemble of size 4 and 10 to
mimic the models used by Buckman et al. (2018) and Osband et al. (2016) respectively. Each network is trained with
separate mini-batches, following the standard deep Q-learning update with a target network. These networks use the default
architecture and hyper-parameter choices as defined in Section G. The policy ⇡� is trained to minimize the standard deviation
� across the ensemble:
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If the ensembles were a perfect estimate of the uncertainty, the policy would learn to select the most certain action for a
given state, minimizing the extrapolation error and effectively imitating the data in the batch.

To test these uncertainty-based methods, we examine their performance on the imitation task in the Hopper-v1 environment
(Todorov et al., 2012; Brockman et al., 2016). In which a dataset of 1 million expert transitions are provided to the agents.
Additional experimental details can be found in Section F. The performance, alongside the value estimates of the agents are
displayed in Figure 8.
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Figure 8. A comparison with uncertainty-based methods on the Hopper-v1 environment from OpenAI gym, on the imitation task. Although
ensemble based methods are able to generate stable value functions (right) under these conditions, they fail to constrain the action space to
the demonstrated expert actions and suffer in performance compared to our approach, BCQ (left).

We find that neither ensemble method is sufficient to constrain the action space to only the expert actions. However, the
value function is stabilized, suggesting that ensembles are an effective strategy for eliminating outliers or large deviations
in the value from erroneous extrapolation. Unsurprisingly, the large ensemble provides a more accurate estimate of the
uncertainty. While scaling the size of the ensemble to larger values could possibly enable an effective batch-constraint,
increasing the size of the ensemble induces a large computational cost. Finally, in this task, where only expert data is
provided, the policy can attempt to imitate the data without consideration of the value, however in other tasks, a weighting
between value and uncertainty would need to be carefully tuned. On the other hand, BCQ offers a computational cheap
approach without requirements for difficult hyper-parameter tuning.


