
Off-Policy Deep Reinforcement Learning without Exploration: Supplementary Material

D. Additional Experiments

D.1. Ablation Study of Perturbation Model

BCQ includes a perturbation model ⇠✓(s, a,�) which outputs a small residual update to the actions sampled by the generative
model in the range [��,�]. This enables the policy to select actions which may not have been sampled by the generative
model. If � = amax � amin, then all actions can be plausibly selected by the model, similar to standard deep reinforcement
learning algorithms, such as DQN and DDPG (Mnih et al., 2015; Lillicrap et al., 2015). In Figure 7 we examine the
performance and value estimates of BCQ when varying the hyper-parameter �, which corresponds to how much the model
is able to move away from the actions sampled by the generative model.

0.0 0.1 0.2 0.3
Time steps (1e6)

0

2000

4000

6000

8000

10000

Av
er

ag
e

R
et

ur
n

Halfcheetah-v1

0.0 0.1 0.2 0.3
Time steps (1e6)

0

500

1000

1500

2000

2500

3000

3500
Hopper-v1

0.0 0.1 0.2 0.3
Time steps (1e6)

0

500

1000

1500

2000

2500

3000

3500

Walker2d-v1

(a) Imitation performance
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(b) Imitation value estimates

Figure 7. We perform an ablation study on the perturbation model of BCQ, on the imitation task from Section 3.1. Performance is graphed
on the left, and value estimates are graphed on the right. The shaded area represents half a standard deviation. The bold black line
measures the average return of episodes contained in the batch. For the value estimates, each individual trial is plotted, with the mean in
bold.

We observe a clear drop in performance with the increase of �, along with an increase in instability in the value function.
Given that the data is based on expert performance, this is consistent with our understanding of extrapolation error. With
larger � the agent learns to take actions that are further away from the data in the batch after erroneously overestimating the
value of suboptimal actions. This suggests the ideal value of � should be small enough to stay close to the generated actions,
but large enough such that learning can be performed when exploratory actions are included in the dataset.


