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Lecture overview
• Computer Vision
• Learning for Computer Vision
• Deep Learning for Computer Vision
• Deep Learning Elsewhere
• Topics to be covered in class
• Logistics
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Computer Vision

Meaning can take different 
forms:
• Geometric Inferences
• Semantic Inferences
• Inferences about actions
• …

To extract “meaning” from pixels



Computer vision is easy for humans

• Effortlessly analyze 
images for a variety of 
tasks

• Infer semantics even from 
severely ablated

• Can also make precise 
inference about certain 
geometric properties



Yet has proven very hard for computers

• Computer vision research 
easily goes back 60 years …

• Entirely true as of 2014 (or so) 
when this xkcd was published

https://xkcd.com/1425/


Why is computer vision hard?

• Images are a lossy projection of the world

Point of observation

3D world 2D image

Geometry information is lost



Why is computer vision hard?

https://www.wired.com/2015/02/science-one-agrees-color-dress/Slide by L. Lazebnik

• Images are a lossy projection of the world

Appearance 
information is 

also lost

What color is the dress?
A) Black and blue
B) White and gold?

https://www.wired.com/2015/02/science-one-agrees-color-dress/


Why is computer vision hard?

• Images are a lossy projection of the world

Might cause 
objects to blend



Why is computer vision hard?

• Images are a lossy projection of the world (geometry, appearance, … 
are lost)

• Visual world is diverse

Viewpoint variation
Shape variation



Why is computer vision hard?

• Images are a lossy projection of the world (geometry, appearance, … 
are lost)

• Visual world is diverse

Background clutter Occlusion



Why is computer vision hard?

• Images are a lossy projection of 
the world (geometry, 
appearance, … are lost) 
• need some priors to interpret 

what you are seeing

• Visual world is diverse
• can’t write down these priors 

by hand

Enter machine learning

John's Diner with John's Chevelle, 2007



Why machine learning?
• Good old-fashioned AI (GOFAI) answer: 

Program expertise into the agent

Y. Ohta, T. Kanade and T. Sakai. An Analysis System for Scenes Containing objects with Substructures. Proc. of the Fourth International Joint 
Conference on Pattern Recognition, pp. 752-754, 1978

http://www.cs.cmu.edu/~efros/courses/LBMV09/newpapers/OhtaKanadeSakai1978.pdf


Why machine learning?
• Good old-fashioned AI (GOFAI) answer: 

Program expertise into the agent



Why machine learning?
• Good old-fashioned AI (GOFAI) answer: 

Program expertise into the agent



Why machine learning?
• Good old-fashioned AI (GOFAI) answer: 

Program expertise into the agent
• Never worked (in general)



Why machine learning?
• Good old-fashioned AI (GOFAI) answer: 

Program expertise into the agent

• Modern answer: Program into the agent the ability to improve 
performance based on experience
• Experience should come from training data or demonstrations
• We want to optimize the performance of the agent on the training 

data, with the hope that it will generalize to unseen inputs
• This is the statistical learning viewpoint



Inference

The basic ML framework (for supervised learning)

Training
Training 

time

Test time

Unlabeled test 
sample

Learned 
model

Learned 
model

Labeled training data
“apple”

“pear”

“tomato”

“cow”

“dog”

“horse”

Label prediction

“apple”



The basic ML framework (for supervised learning)

𝑦 = 𝑓(𝑥)

• Training (or learning): given a training set of labeled 
examples {(𝑥1, 𝑦1), … , (𝑥𝑁, 𝑦!)}, instantiate a predictor 𝑓

• Testing (or inference): apply 𝑓 to a new test example 𝑥
and output the predicted value 𝑦 = 𝑓(𝑥)

• Rather than hand-defining how 2D projections of apples are different 
from pears, 𝑓 will learn this from the data.

output prediction 
function

input



Deep Learning
• A general way to model function 𝑓 as composition (layers) of simple 

functions, very loosely inspired by the brain.



A few historical milestones
• 1958: Rosenblatt’s perceptron, aka linear classifier

Frank Rosenblatt (1928-1971)

https://en.wikipedia.org/wiki/Frank_Rosenblatt
https://en.wikipedia.org/wiki/Frank_Rosenblatt


A few historical milestones
• 1958: Rosenblatt’s perceptron
• 1969: Minsky and Papert Perceptrons book

• Made the case that perceptrons could not even learn the 
XOR function.
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Slide from Lana Lazebnik
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A few historical milestones
• 1958: Rosenblatt’s perceptron
• 1969: Minsky and Papert Perceptrons book
• 1980: Fukushima’s Neocognitron

• Video (short version)
• Inspired by the findings of Hubel & Wiesel 

about the hierarchical organization 
of the visual cortex in cats and monkeys (1959-1977) 

Image source

Kunihiko Fukushima

Slide from Lana Lazebnik
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https://www.youtube.com/watch?v=Qil4kmvm2Sw
https://www.youtube.com/watch?v=oVYCjL54qoY
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2718241/
https://www.informit.com/articles/article.aspx?p=1431818
https://en.wikipedia.org/wiki/Kunihiko_Fukushima


A few historical milestones
• 1958: Rosenblatt’s perceptron
• 1969: Minsky and Papert Perceptrons book
• 1980: Fukushima’s Neocognitron
• 1986: Back-propagation aka chain rule

• Origins in control theory and optimization: Kelley (1960), Dreyfus (1962), 
Bryson & Ho (1969), Linnainmaa (1970)

• Application to neural networks: Werbos (1974)
• Popularized by Rumelhart, Hinton & Williams (1986)

Slide from Lana Lazebnik
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A few historical milestones
• 1958: Rosenblatt’s perceptron
• 1969: Minsky and Papert Perceptrons book
• 1980: Fukushima’s Neocognitron
• 1986: Back-propagation 
• 1989 – 1998: Convolutional neural networks

• LeNet to LeNet-5

Yann LeCun
2018 ACM Turing Award winner

(with Hinton and Bengio)
Slide from Lana Lazebnik
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A few historical milestones
• 1958: Rosenblatt’s perceptron
• 1969: Minsky and Papert Perceptrons book
• 1980: Fukushima’s Neocognitron
• 1986: Back-propagation 
• 1989 – 1998: Convolutional neural networks
• 2012: AlexNet

Photo source Slide from Lana Lazebnik
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https://www.wired.com/2013/03/google-hinton/


A few historical milestones
• 1958: Rosenblatt’s perceptron
• 1969: Minsky and Papert Perceptrons book
• 1980: Fukushima’s Neocognitron
• 1986: Back-propagation 
• 1989 – 1998: Convolutional neural networks
• 2012: AlexNet

Slide from Lana Lazebnik

https://en.wikipedia.org/wiki/Frank_Rosenblatt
https://en.wikipedia.org/wiki/Perceptrons_(book)
https://en.wikipedia.org/wiki/Neocognitron
https://en.wikipedia.org/wiki/Backpropagation
https://en.wikipedia.org/wiki/Convolutional_neural_network
https://en.wikipedia.org/wiki/AlexNet


A few historical milestones
• 1958: Rosenblatt’s perceptron
• 1969: Minsky and Papert Perceptrons book
• 1980: Fukushima’s Neocognitron
• 1986: Back-propagation 
• 1989 – 1998: Convolutional neural networks
• 2012: AlexNet
• 2012 – : deep learning explosion

Slide from Lana Lazebnik
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What can current deep learning CV systems do?

• Entirely true as of 2014 (or so) 
when this xkcd was published

• Today, phone apps that can do 
a reasonable job

https://xkcd.com/1425/


What can current deep learning CV systems do?

K. He, G. Gkioxari, P. Dollar, and R. Girshick, Mask R-CNN, 
ICCV 2017 (Best Paper Award)

https://research.fb.com/wp-content/uploads/2017/08/maskrcnn.pdf


Shape and Pose Estimation for Objects and Humans

What can current deep learning CV systems do?

S. Goel et al. Shape and Viewpoint without Keypoints. ECCV 2020
A. Kanawaza et al. End-to-end Recovery of Human Shape and Pose. CVPR 2018



A. Ramesh et al. Zero-Shot Text-to-Image Generation. ICML 2021.

What can current deep learning CV systems do?
Image Generation



B. Poole, A. Jain, J. Barron, B. Mildenhall. DreamFusion: Text-to-3D using 2D Diffusion. arXiv 2022

What can current deep learning CV systems do?
3D Generation

https://dreamfusion3d.github.io/index.html


Jonathan Ho*, William Chan*, Chitwan Saharia*, Jay Whang*, Ruiqi Gao, Alexey Gritsenko, 
Diederik P. Kingma, Ben Poole, Mohammad Norouzi, David Fleet, Tim Salimans*. Imagen Video: 

High-definition video generation with diffusion models arXiv 2022

A teddy bear washing dishes

What can current deep learning CV systems do?
Video Generation

https://imagen.research.google/video/
https://imagen.research.google/video/


What else can deep learning do? 
Natural Language Processing (e.g. machine translation)

A. Vaswani et al. Attention is all you need.
NeurIPS 2017

Y. Wu et al. Google's Neural Machine Translation 
System: Bridging the Gap between Human and 

Machine Translation. arXiv 2016

https://mobile.nytimes.com/2016/12/14/magazine/
the-great-ai-awakening.html

Google Neural Machine 
Translation (GNMT)

Transformers

Figure source

(BLEU score)

Previous system (before deep learning): 
PBMT (2014): 37 BLEU

https://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf
https://arxiv.org/abs/1609.08144
https://arxiv.org/abs/1609.08144
https://arxiv.org/abs/1609.08144
https://mobile.nytimes.com/2016/12/14/magazine/the-great-ai-awakening.html
https://mobile.nytimes.com/2016/12/14/magazine/the-great-ai-awakening.html
https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html


ChatGPT

Generated on 1/10/2023
Slide from Lana Lazebnik



ChatGPT

Generated on 1/10/2023
Slide from Lana Lazebnik



What else can Deep Learning do? 

• 2013: DeepMind uses deep reinforcement 
learning to beat humans at some Atari games

• 2016: DeepMind’s AlphaGo system beats Go 
grandmaster Lee Sedol 4-1

• 2017: AlphaZero learns to play Go and chess 
from scratch

• 2019: DeepMind’s StarCraft 2 AI is better than 
99.8 percent of all human players

Decision Making

https://deepmind.com/research/publications/playing-atari-deep-reinforcement-learning/
https://deepmind.com/research/publications/playing-atari-deep-reinforcement-learning/
https://deepmind.com/alpha-go
https://deepmind.com/alpha-go
https://en.wikipedia.org/wiki/AlphaZero
https://en.wikipedia.org/wiki/AlphaZero
https://www.theverge.com/2019/10/30/20939147/deepmind-google-alphastar-starcraft-2-research-grandmaster-level
https://www.theverge.com/2019/10/30/20939147/deepmind-google-alphastar-starcraft-2-research-grandmaster-level


Overview video, 

training video

S. Levine, C. Finn, T. Darrell, P. Abbeel, End-to-end training of deep visuomotor policies, JMLR 2016

What else can Deep Learning do?
Sensorimotor Control

https://www.youtube.com/watch?v=Q4bMcUk6pcw
https://www.youtube.com/watch?v=JCjTQfy0h8w
http://arxiv.org/pdf/1504.00702


A. Agarwal, A. Kumar, J. Malik, and D. Pathak. Legged Locomotion in Challenging Terrains 
using Egocentric Vision. CoRL 2022

What else can Deep Learning do?

Sensorimotor 
Control

https://vision-locomotion.github.io/
https://vision-locomotion.github.io/


Topics to be covered in class
ML basics, linear classifiers Multilayer neural networks, backpropagation Convolutional networks for classification

Sequence Models: Recurrent models, Transformers Generative models (GANs, variational auto-
encoders, diffusion models)

Networks for detection, dense prediction

Self-supervised learning Neural Radiance Fields Large-language Models, Vision and Language, …
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