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Outline
• Conditional diffusion models



Class-conditioned DDPMs

P. Dhariwal and A. Nichol. Diffusion Models Beat GANs on Image Synthesis. NeurIPS 2021

• “We can sample with as few as 25 forward passes while maintaining 
FIDs comparable to BigGAN”

https://arxiv.org/pdf/2105.05233.pdf


Classifier guidance
• We can sample from the class-conditional density 𝑝(𝑥!|𝑐)

with the help of a pre-trained classifier 𝑝(𝑐|𝑥!)
• Bayes rule: 

𝑝 𝑥! 𝑐 ∝ 𝑝 𝑐 𝑥! 𝑝 𝑥!
log 𝑝 𝑥! 𝑐 = log 𝑝 𝑐 𝑥! + log 𝑝 𝑥! + const.

∇"! log 𝑝 𝑥! 𝑐 = ∇"! log 𝑝 𝑐 𝑥! + ∇"! log 𝑝 𝑥!

• To sample from class 𝑐, steer sample in the modified 
direction ∇"![log 𝑝 𝑥! +𝑤 log 𝑝 𝑐 𝑥! ]
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function (pre-trained)

obtained from classifier 
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conditional score 
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Classifier-free guidance
• Instead of training an additional classifier, get an “implicit 

classifier” by jointly training a conditional and unconditional 
diffusion model: 𝑝 𝑐 𝑥! ∝ 𝑝 𝑥! 𝑐 /𝑝 𝑥!

• Both 𝑝 𝑥! 𝑐 and 𝑝 𝑥! are represented using the same 
network, trained by dropping out 𝑐 with some probability 
(corresponding to the unconditional case)

• The modified score function corresponding to this implicit 
classifier is 

∇"! log 𝑝 𝑥! +𝑤 log 𝑝 𝑐 𝑥!
= ∇"! log 𝑝 𝑥! +𝑤(log 𝑝 𝑥! 𝑐 − log 𝑝(𝑥!))
= ∇"! (1 − w)log 𝑝 𝑥! +𝑤 log 𝑝 𝑥! 𝑐

J. Ho and T. Salimans. Classifier-Free Diffusion Guidance. arXIv 2021

Sample is steered away 
from the unconditional 

distribution in the direction 
of the conditional one

https://arxiv.org/pdf/2207.12598.pdf


Classifier-free guidance

J. Ho and T. Salimans. Classifier-Free Diffusion Guidance. arXIv 2021

https://arxiv.org/pdf/2207.12598.pdf


Text-guided diffusion
• Instead of a class label, 𝑐 can be an encoded text prompt, 

injected into the U-Net using cross-attention

Image source

Conditioning information: 
text c, time t

𝝐𝜽(𝐱", 𝐜, 𝑡)

https://arxiv.org/pdf/2208.01626.pdf
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Text-guided diffusion
• Instead of a class label, 𝑐 can be an encoded text prompt, 

injected into the U-Net using cross-attention
• Classifier-free guidance works the same way as before, by 

training both conditional and unconditional models using text 
dropout

• CLIP guidance: steer samples in the direction of ∇"!CLIP(𝑥! , 𝑐)
• Note: both classifier and CLIP must be noise-aware (trained on 

noised images)
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Latent diffusion model (basis of Stable Diffusion)

R. Rombach et al. High-Resolution Image Synthesis with Latent Diffusion Models. CVPR 2022

https://arxiv.org/pdf/2112.10752.pdf


Latent diffusion model (basis of Stable Diffusion)
• Key idea: train a separate encoder and decoder to convert 

images to and from a lower-dimensional latent space, run 
conditional diffusion model in latent space

https://medium.com/@steinsfu/stable-diffusion-clearly-explained-ed008044e07e

https://medium.com/@steinsfu/stable-diffusion-clearly-explained-ed008044e07e
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Latent diffusion model (basis of Stable Diffusion)
• Key idea: train a separate encoder and decoder to convert 

images to and from a lower-dimensional latent space, run 
conditional diffusion model in latent space

https://medium.com/@steinsfu/stable-diffusion-clearly-explained-ed008044e07e

Close-up of U-Net: Conditioning information incorporated using cross-attention

https://medium.com/@steinsfu/stable-diffusion-clearly-explained-ed008044e07e


Latent diffusion model (basis of Stable Diffusion)



Google Imagen (not public)

C. Saharia et al. Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding. NeurIPS 2022

https://imagen.research.google/paper.pdf


Google Imagen: Details

C. Saharia et al. Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding. NeurIPS 2022

• Text encoder is a large language model 
(4.6B parameters) trained on text only

• Diffusion model to generate at 64x64, 
upsample to 256x256, then 1024x1024
• Architecture: efficient U-Net (2B parameters): more 

parameters at lower resolutions, convolutions after
downsampling and before upsampling

• Classifier-free guidance with a dynamic 
thresholding technique, enabling good generation 
quality with high guidance weights 

• Training dataset: 460M image-text pairs (internally 
collected), 400M pairs from the LAION dataset

https://imagen.research.google/paper.pdf
https://laion.ai/blog/laion-400-open-dataset/


• Impact of model size, implementation choices

Google Imagen: Evaluation

Curves are obtained by varying guidance weight
FID evaluated on COCO dataset by sampling prompts and generating images using the same prompts



• Human evaluation on DrawBench (set of 200 prompts)

Google Imagen: Evaluation



Imagen vs. DALL-E 2 vs. GLIDE

“A yellow book and a red vase”



Imagen vs. DALL-E 2 vs. GLIDE

“A black apple and a green backpack”
“We observe that GLIDE is better than DALL-E 2 in assigning the colors to the objects.”



Imagen vs. DALL-E 2 vs. GLIDE

“A storefront with Text to Image written on it”



Imagen vs. DALL-E 2 vs. GLIDE

“A panda making latte art”



Imagen vs. DALL-E 2 vs. GLIDE

“A horse riding an astronaut”
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ControlNet

L. Zhang and M. Agrawala. Adding Conditional Control to Text-to-Image Diffusion Models. arXiv 2023

• Add a trainable “wrapper” around a pre-trained DM to fine-
tune it for pix2pix tasks

https://arxiv.org/pdf/2302.05543.pdf
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Connecting 2D to 3D: DreamFusion

B. Poole, A. Jain, J. Barron, B. Mildenhall. DreamFusion: Text-to-3D using 2D Diffusion. arXiv 2022

https://dreamfusion3d.github.io/
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B. Poole, A. Jain, J. Barron, B. Mildenhall. DreamFusion: Text-to-3D using 2D Diffusion. arXiv 2022

https://dreamfusion3d.github.io/
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Societal, ethical, and legal issues
• Closed or open?
• Safe or unsafe?
• Potential for generating DeepFakes and misinformation
• Dataset image rights
• Artists’ rights
• The nature of creativity



In the news

https://www.theverge.com/2023/1/17/23558516/ai-art-copyright-stable-diffusion-getty-images-lawsuit

https://www.theverge.com/2023/1/17/23558516/ai-art-copyright-stable-diffusion-getty-images-lawsuit


In the news

https://www.newyorker.com/culture/infinite-scroll/is-ai-art-stealing-from-artists

https://www.newyorker.com/culture/infinite-scroll/is-ai-art-stealing-from-artists


In the news

https://www.bbc.com/news/world-us-canada-65069316

https://www.bbc.com/news/world-us-canada-65069316


In the news

https://petapixel.com/2023/04/03/midjourney-bans-ai-images-of-chinese-president-xi-jinping/

https://petapixel.com/2023/04/03/midjourney-bans-ai-images-of-chinese-president-xi-jinping/

